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Abstract

Ultrafast time-resolved pump–probe studies of energy relaxation and transport in polycrystalline single and multi-

layer metal films are presented. The dependence of the surface electron temperature on the film structure was inves-

tigated. Vanadium was studied as possible padding layer for increasing the laser damage threshold of metal mirrors.

The results, for 300 K < Te < 700 K, where Te is the effective electron temperature, show a reduction of the ther-

moreflectivity signal, DRmax for the multi-layer structure as compared to the single layer film. This reduction signifies a

drop in the surface electron temperature that is in agreement with previous work. Damage experiments, in the high

fluence regime, where the thermomodulation data can no longer be related to the effective electron temperature, show

that the padding layer does not improve the damage threshold as previously suggested. The experimental results are

analyzed within the framework of the two-temperature model (TTM), which agrees well with both thermomodulation

and damage results.

Published by Elsevier Ltd.
1. Introduction

In spite of the large number of studies dealing with

femtosecond laser interactions with metals and metal

multi-layers [1–4], the process of heat transport by the

hot electrons in multi-layer metal films remains under

study [5]. Optical energy deposition in the surface layer

results in electron excitation which in turns relaxes by

electron–electron and electron–phonon collisions. The

increase in the lattice effective temperature by electron–

phonon collisions can cause surface damage. It was

suggested that introducing a padding layer under the

surface has the potential of increasing the damage

threshold [3,4].

A multi-layer configuration of a gold surface padded

with chromium was studied as a potential structure that
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can increase the damage threshold of the gold surface

heated by a femtosecond laser. Exploiting the large va-

lue of the heat capacity and the electron–phonon cou-

pling coefficient of a chromium padding layer, the

chromium would act as a heat sink, absorbing the

thermal energy transmitted through the interface and

then coupling that energy to the lattice away from the

gold surface [3,4]. Results showed a strong dependence

of the thermal response of thin metal films on their

structures, and suggested the possibility of increasing the

resistance of mirror coatings to thermal damage under

high power femtosecond laser irradiation.

Further investigations of candidate padding layers,

depending on the values of their heat capacity and the

electron–phonon coupling coefficient, are warranted. An

understanding of heat transport in laser-irradiated

multi-layer films and the potential of developing optical

films with higher damage threshold motivated the pres-

ent work. The effect of introducing vanadium, V, pad-

ding layer, which has an electron–phonon coupling
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Nomenclature

CeðTeÞ electron heat capacity (Jm�3 K�1)

ClðTlÞ lattice heat capacity (Jm�3 K�1)

d film thickness (m)

G e–ph coupling coefficient (Wm�3 K�1)

H source term (Wm�3)

J laser pulse energy (Jm�2)

R surface reflectivity

t time (s)

tp laser pulse duration (s)

T transmissivity

Te effective electron temperature (K)

Tl effective lattice temperature (K)

SðtÞ system response function

x spatial coordinate (m)

Greek symbols

d the radiation penetration depth (m)

db ballistic range of electrons (m)

c constant (Jm�3)

j thermal conductivity (Wm�1 K�1)

jo thermal conductivity under equilibrium

conditions (Wm�1 K�1)

HD Debye temperature (K)

s electron relaxation time (s)

sR electron–electron equilibration time (s)
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coefficient one order of magnitude higher than chro-

mium, is investigated. A comparison of the predicted

electron temperature, using the two-temperature model

(TTM) with the experimental results is also presented.

Damage experiments on the single and multi-layer

structures are conducted to test the aforementioned

hypothesis.

2. Model

In ultrafast laser heating of metals, a transient non-

equilibrium occurs between the effective electron tem-

perature, Te, and the effective lattice temperature, Tl, due
to the small heat capacity of the electrons. For times

longer than the electron–electron interaction time,

thermalization of the hot electrons occurs. Under these

conditions, the treatment of the heating process can be

composed of two individual processes: (1) the absorp-

tion of photon energy by the electrons and (2) the sub-

sequent equilibration of the electron gas and the lattice

through electron–phonon coupling. The overall heating

process can then be modeled using TTM, initially pro-

posed by Anisimov et al. as [6]:

CeðTeÞ
oTe
ot

¼ o

ox
j
oTe
ox

� �
� GðTe � TlÞ þ H

ClðTlÞ
oTl
ot

¼ GðTe � TlÞ
ð1Þ

Where j is the thermal conductivity (Wm�1 K�1), CeðTeÞ
is the electron heat capacity (Jm�3 K�1), ClðTlÞ is the

lattice heat capacity (Jm�3 K�1), Te is the electron

effective temperature (K), Tl is the lattice effective tem-

perature (K), G is the electron–phonon coupling coeffi-

cient (Wm�3 K�1), and H is the source term (Wm�3).

Due to the nonlinear temperature dependence of the

electronic heat capacity, CeðTeÞ Eq. (1) was solved
numerically using finite element method. The electronic

heat capacity can be approximated by a linear function

of the electron temperature CeðTeÞ ¼ cTe, c being a

constant, as long as Te is much smaller than the Fermi

energy, which is 5.53 eV (64 150 K) for Au [1]. The

lattice heat capacity Cl can be assumed to be a constant

for temperatures above the Debye temperature HD

which is 165 K for Au [7]. The dependence of the ther-

mal conductivity j on Te and Tl was expressed as j ¼ jo

[Te=Tl], which did not affect the dynamics of the solution

for low electron temperature excursions [3].

The transient thermomodulation data were com-

pared to the predicted effective electron and lattice

temperatures from TTM. The thermomodulation signal

is assumed proportional to the effective electron tem-

perature excursion, for relatively small excursions. The

boundary conditions used neglect heat losses from the

front and back surfaces of the sample. oTe
ox jx¼0 ¼

oTe
ox jx¼d ¼ oTl

ox jx¼0 ¼ oTl
ox jx¼d ¼ 0. The electron heat flux and

temperature at the gold–vanadium interface are contin-

uous: j oTe
ox jAu ¼ j oTe

ox jV, and TejAu ¼ TejV.
The electron and lattice effective temperatures were

used as the two variables for which the equations are

solved. The initial conditions for the electron and the

lattice systems were chosen as Teðx;�2tpÞ ¼ Tlðx;�2tpÞ ¼
300 K, where tp is the laser pulse full-width at half-

maximum (FWHM). The physical properties of gold

and vanadium, listed in Table 1, were used in the model.

The exact value of G for Au used in the model was the

value that provided best fit to our data, which was

G ¼ 2:3� 1016 Wm�3 K�1. The source term, H , in the

two-temperature model represented a Gaussian pulse

specified in the model as:

H ¼ 0:94
1� R
tpd

J � exp
"
� x
d
� 2:77

t
tp

� �2
#

ð2Þ



Table 1

Room temperature properties of the metals used in Ref. [4] and present experiments

Au V Cr

Measured �G’ (Wm�3 K)a 2.8 ± 0.5 523±37 42± 5 · 1016
Melting point (�C)b 1063 1900 1875

Density (g cm�3)b 19.3 6.11 7.19

Thermal conductivity jo (Wm�1 K)b 315 30 94

Electron heat capacity Ce (Jm
�3 K�1)b 2.1 35.24 5.8· 104

Lattice heat capacity Cl (Jm
�3 K�1)b 2.5 3 3.3· 106

aFrom data complied in Ref. [1].
bRef. [7].
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where R is the reflectivity, d is the radiation penetration

depth (skin depth), and J is the total energy carried by

the laser pulse divided by the laser spot size. The present

model predictions are in good agreement with those

published by Wellerschoff et al. [8]

The TTM has proved to be a good approximation to

the thermomodulation experimental results when times

considered are longer than that needed to establish an

effective electron temperature. However, due to the ab-

sence of a ballistic term in the TTM, it tends to under-

estimate the energy deposition depth [9]. Hohlfeld et al.

[9] modified the source term to account for the ballistic

electron motion, changing it to

H ¼ 0:94
1� R� T
tpðdþ dbÞ

J � exp
"
� x
ðdþ dbÞ

� 2:77
t
tp

� �2
#

� 1

1� exp � d
dþdb

� �� � ð3Þ

where R is the reflectivity, T is the transmissivity, d is

radiation penetration depth, db is the ballistic range, J is

as before the total energy in the laser pulse divided by

the laser spot size, and tp is the FWHM of the laser

pulse. In our modeling, we adopted this modification to

the source term to account for the ballistic motion of the

electrons and hence extending the energy deposition

depth. The value of the ballistic range db for Au that

provided best agreement with thermomodulation data

was found to be 105 nm [8]. Since all films we studied

had a thickness less than that, db was taken in our model

to be equal to Au thickness in the single layer and the

top Au thickness in the multi-layer film.

The TTM assumes an effective electron temperature.

To account for the delayed equilibration of the electrons

by e–e collisions, we included a response function as

described later when comparing the thermomodulation

results with the model. The TTM also assumes that the

phonon subsystem is at equilibrium with itself. Phonon–

phonon equilibration occurs through scattering de-

scribed by the anharmonic potential. Evaluating the

thermalization time of the phonons at 300 K provides an

upper limit on that time which is on the order of 10�11 s

[10]. For weak excitation, where the effective lattice
temperature is only perturbed by a small fraction from

its initial value, it is reasonable to assume that the small

component of nonequilibrium phonons do not affect the

electron–phonon relaxation process. This, however, is

not the case when large temperature excursions result

from femtosecond laser heating in the damage experi-

ments. In this case the lattice temperature is not defined

and Tl can only be referred to as an effective tempera-

ture. The presence of high density of nonequilibrium

phonons could conceivably affect hot electron relaxation

and transport. In Au only acoustic phonons can be ex-

cited, thus a single-scattering event with an excited

electron does not significantly perturb the electron en-

ergy. The nonequilibrium phonons could in principle

affect the melting dynamics, thus, the damage threshold.

However, results obtained by Wellerschoff et al. [8] on

femtosecond laser damage of metals such as Au, have

shown that the onset of melting as obtained from the

TTM defined the damage threshold. Thus, it is reason-

able to assume that, for Au, the nonequilibrium pho-

nons do not noticeably affect the melting dynamics.
3. Experimental system

Femtosecond time-resolved thermoreflectivity

(DR=R) measurements were performed using a collinear

pump–probe setup. The laser system used in the ther-

momodulation studies was a Ti:sapphire oscillator fol-

lowed by a regenerative amplifier. The input to the

experimental setup consisted of �500 mW pulses at

k ¼ 800 nm, 250 kHz repetition rate with a FWHM

<200 fs. Retroreflecting mirrors mounted on a com-

puter-controlled stage formed the delay line in the pump

arm. A half-wave plate is used to make the pump and

probe beams orthogonally polarized. White-light con-

tinuum generated in a 6-mm sapphire crystal supplied

the probe beam. Differential detection was used so as to

cancel out the fluctuations of the laser output, leaving

only the signal caused by the chopped pump beam.

Thus, the lock-in amplifier detects modulation in the

received probe intensity that is caused only by the effect

of the pump on the sample.



Fig. 1. Schematic diagram of the samples used in the experi-

mental investigations (a) single layer, (b) multi-layer, (c) sand-

wiched structure.
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The laser used in the damage experiments is a com-

mercially available titanium–sapphire laser, with a

chirped pulse amplification system pumped by the sec-

ond harmonic of a Nd:YLF laser at 1 kHz repetition

rate. Laser pulses at 800 nm wavelength and 110 fs pulse

width were used. A mechanical shutter controlled the

exposure time of the sample, i.e., number of laser pulses.

All measurements were done in air and at room tem-

perature.

The samples used in the thermomodulation experi-

ments are polycrystalline single and double-layer gold

and vanadium thin films deposited on sapphire sub-

strates, Fig. 1(a) and (b). In the damage experiments,

single layer gold films, Fig. 1(a), and sandwiched vana-

dium layer, Fig. 1(c), were used. The thin films were

prepared using resistive heating evaporation. The

deposition pressure was lower than 10�5 Torr and the

growth rate around 1 nm s�1.
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Fig. 2. Comparison between the experimental results, the

TTM, and the model taking into effect convolution and ther-

malization effects for (a) Au 40 nm, and (b) Au 80 nm, laser

incident fluence was 2.7 mJ cm�2.
4. Thermoreflectivity measurements

Femtosecond time-resolved thermoreflectivity (DR=
R) measurements on polycrystalline single- and multi-

layer thin films of the same total thickness, as shown in

Fig. 1, were conducted. The experimental results are

analyzed within the framework of the TTM which as-

sumes that the electron and the lattice subsystems are

identified by their respective effective temperatures, Te
and Tl. Numerical solution of Eq. (1) yields the temporal

and spatial evolution of these temperatures. In our

analysis of the results, we assume the change in reflec-

tivity to be proportional to the change in the electron

temperature, DR / DTe. This can be justified by the fact

that the lattice temperature rise is delayed from that of

the electron due to the small electron heat capacity.
Thus, at the early stages of laser heating, a small rise in

the lattice temperature can be expected and therefore,

one can take DR to be mainly caused by DTe. In addition,

the peak electron temperature rise DTemax, predicted

from TTM, varies linearly with the fluence which is also

the case for the maximum reflectivity change DRmax as

determined experimentally [10]. Finally, since the maxi-

mum electron temperature in this experiment is less than

700 K, the measured reflectivity change DR can be safely

assumed to be proportional to the electron temperature

change DTe. This is in line with the findings of Qiu et al.

[4] that the aforementioned holds in the regime where

300 K < Te < 700 K, which is also consistent with the

results of Juhasz et al. [11].

Fig. 2(a) and (b) show the comparison of our

experimental results with the model predictions for 40-

and 80-nm thin gold films, respectively. Predictions from

the TTM follow the decaying part of the experimental

results. However, the TTM is unable to account for the
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Fig. 3. Comparison between the change in reflectivity for (a)

Au 40 nm and Au–V 20–20 nm, and (b) Au 80 nm and Au–V

40–40 nm, laser fluence used was 1.3 mJ cm�2. The inset in (b)

shows a fit of the TTM to the data.
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first few hundred femtoseconds of the heating process.

This discrepancy will be addressed later in the paper. In

the model fit to the experiment, we chose the t ¼ 0 ps to

correspond to the time with maximum thermomodula-

tion for the experimental data and maximum electron

temperature for model calculation. These times are close

to each other but not necessarily overlapping due to

convolution effects. Convolution effects can cause tem-

poral broadening of the measured signal, especially

when the interrogating (probe) pulse is on the same time

scale as the physical quantity to be measured, in this

case, the thermoreflectivity signal. The decay time of the

normalized thermoreflectivity signal at the front surface

of Au 40- and 80-nm films irradiated with 280 lJ cm�2,

k ¼ 800 nm, 150 fs (FWHM) pulses, is basically the

same for both samples. This is in agreement with the

result of Wellerschoff et al. [8] that for samples with

thickness 6 100 nm electron transport is mostly ballistic.

The transient decay time of the experimental thermore-

flectivity signal is determined by fitting the decay signal,

starting from 90% of the peak down to 1/e of the peak,

to an exponential decay function. Using this decay time,

we get G ¼ 2:3� 1016 Wm�3 K�1 for the 40- and the 80-

nm samples, consistent with values published in the lit-

erature [1]. This G value was used in all our modeling.

The discrepancy between the model prediction and

the experiment in the first few hundreds of femtoseconds

can be explained by the findings of Fann et al. [12]. Their

results clearly indicated the overlap of the time scales for

the electron thermalization and the electron–phonon

energy transfer. Therefore, the electron temperature

could not be well defined, at least for the first few hun-

dred femtoseconds, and hence the TTM is not valid in

this time interval. Convolution effects between the pump

and probe pulses can also contribute to this discrepancy

as explained above. Sun et al. [13] used a system re-

sponse function that introduced a delayed rise time of

the signal due to the build up of the Fermi distribution

temperature through energy transfer from the nonther-

mal distribution by e–e interactions. They convoluted

the response function with the measured pump–probe

correlation data. Their approach led us to convoluting

the system response function, due to convolution and

internal thermalization effects, with the model. This is

due to the fact that the actual measured data already

include effects of convolution whereas, the model does

not account either for the convolution effects or the

internal thermalization of electrons. The response

function we used is of the form:

SðtÞ ¼ uðtÞ 1
h

� expð � t=sRÞ2
i

ð4Þ

where sR accounts for the internal thermalization time

which is derived from the experimental data (�500 fs)

and is in agreement with the results of Fann et al. [12].

The results of adding this response function are shown
in Fig. 2(a) and (b). The model predictions showed good

agreement with the experimental results.

Fig. 3(a) shows a comparison between the experi-

mental results for Au 40-nm and Au–V 20/20 nm multi-

layer film. The choice of sample thickness was made to

be able to safely exclude diffusion effects since the laser

penetration depth (13 nm) is comparable to the thick-

ness of the top gold layer. The thermoreflectivity signal

for the multi-layer film experiences a reduction of DRmax

by around 45% that signifies a reduction in the surface

electron temperature. In the case of the multi-layer

sample, it is expected that the ballistic electrons reach

the back surface of the top gold layer within 20 fs

assuming they have a velocity about the Fermi velocity

of 106 m s�1. As these ballistic electrons cross over into

the vanadium layer they start coupling their energy to

the lattice much faster than their counterparts in the top
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gold layer due to the large e–ph coupling coefficient in

vanadium. Thus reducing the surface effective electron

temperature of gold.

Energy deposition and transport was also tested in

80-nm single gold layer and gold–vanadium double-

layer structure. A reduction of DRmax by �22%, as

shown in Fig. 3(b), in the thermoreflectivity signal for

the multi-layer film signifies a reduction in the surface

electron temperature. The inset of Fig. 3(b) shows the

model comparison with the experimental results for the

80-nm gold–vanadium double-layer structure. It was

suggested that the noisy signal at the early stages of laser

heating is due to the interference between the pump and

probe laser pulses [4].

In order to extend our investigations into the damage

regime, we resorted to our model to determine the

damage threshold for both samples. In the model, the

electron and heat flux at the gold–vanadium interface are

continuous, thus neglects interface resistance. We define

the damage threshold as the laser fluence causing the

surface lattice temperature to reach the melting point of

gold, i.e., Tl ¼ 1336 K. According to the model, the flu-

ence needed for the lattice surface temperature to attain

the melting point is 0.3 J cm�2 for both films. The model

reveals a higher peak electron temperature for the single

layer gold film, 7645 K, as compared with the multi-layer

gold–vanadium film, 7434 K. Fig. 4(a) shows the model

predictions, with the ballistic term included, for the lat-

tice temperature at the surface and 1 nm after the inter-

face for the multi-layer sample, using a fluence of 0.25

J cm�2. It is apparent that the padding layer acts as a heat

sink for the deposited electron energy in the first stage of

heating while the lattice surface temperature is hardly

affected. The lattice temperature after the interface

reaches around 800 K, while the gold surface lattice

temperature is still around 400 K. This substantiates the

postulate that the ballistic electrons couple their energy

to the lattice of the padding layer. The large G value for

V, results in a strong coupling of the electron energy to

the lattice generating a strong lattice heating at the

interface. The surface temperature decays in �1 ps.

However, since the electron temperature cannot fall

below that of the lattice, the lattice temperature gradient

established at the interface results in hot electron diffu-

sion from the interface towards the surface. This back

electron diffusion raises the temperature of the gold layer

as shown in Fig. 4(b).

In the damage experiments, the single layer samples

used were gold 50 and 80 nm thickness. The multi-layer

structures were gold–vanadium–gold 15–20–45 nm and

16–23–50 nm. This enabled us to test the effect of

introducing a padding layer under the top gold layer.

The layer of gold in contact with the sapphire was to

assure that no stress related effect at sapphire interface is

changing the damage threshold between the single layer

and multi-layer films. A surface scan of the samples was
done using transmission and reflection measurements to

ensure uniformity of the samples’ thickness and to ob-

tain a value for the samples’ absorption at the incident

wavelength. A surface roughness measurement was ob-

tained using atomic force microscopy (AFM). Both

single and multi-layer samples had comparable rough-

ness. The onset of damage was detected by optical

microscopy. An onset of damage was evident at �0.3

J cm�2 for the single layer, whereas the multi-layer

showed an early onset of damage at a relatively close

value of �0.22 J cm�2. The results were generally

reproducible on different samples fabricated and tested

under the same experimental conditions.

The apparent reduction in the damage threshold for

the multi-layer film is not explained by the present TTM

model, but could be related to the hot-electron blast

proposed by Tzou et al. [5]. The deformation in the film,

caused by ultrafast heating, was found to be much more

significant in the interface of multi-layer films with dis-
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similar electron–phonon coupling. This deformation can

cause mechanical damage to the film at a temperature

below the melting threshold [5]. Other processes that

could affect the damage threshold might be related to the

interface quality, which is sensitive to the preparation

conditions. We have assumed that electrons pass

through the Au–V interface without any reflections,

which might not be the case especially for a rough

interface. We also note that the determination of the

damage threshold by optical microscopy is subject to a

relatively large error.

Guo and Taylor, through time-resolved measurement

of the dielectric function, have observed ultrafast elec-

tronic disorder in femtosecond laser heating of Au [14].

The photon energy of their laser (1.55 eV) was similar to

ours, which is lower than the onset of the top of the d-

band to Fermi level transition in Au (2.45 eV) [14]. The

electronic induced structural phase transition, probed by

the sudden dielectric constant change, occurred at the

melting threshold. Thus, the assumption that the dam-

age threshold corresponds to the laser fluence causing

the surface lattice temperature to reach the melting point

of Au is reasonable even though the mechanism of

melting under femtosecond excitation is complex. For

other metals and for Au heated by different laser photon

energy, the assumption that damage corresponds to

thermal melting might not be valid.

The obtained damage results do not contradict the

thermomodulation results that the padding layer reduces

the surface effective electron temperature. The thermo-

modulation results on Au–V are in agreement with the

those previously obtained for Au–Cr [3,4], which

investigated the heating regime for 300 K < Te < 700 K.

However, for the higher fluence regime, the V padding

layer does not improve the Au surface damage thres-

hold.
5. Conclusions

Femtosecond time-resolved thermoreflectivity

(DR=R) measurements on polycrystalline single layer

gold films and multi-layer Au–V films were conducted.

The experimental results are analyzed within the

framework of the TTM, which describes the energy

relaxation in ultrafast heating. A comparison between

the experimental results for Au 40-nm and Au–V 20–20

nm multi-layer film revealed a reduction of the ther-

moreflectivity signal, DRmax, for the multi-layer film that

signifies a reduction in the surface electron temperature.

In the case of the multi-layer sample, it is believed that

the ballistic electrons establish an extended energy

deposition depth in the gold layer in the first few tens of

femtoseconds. Then, as these ballistic electrons cross

over into the vanadium layer, they couple their energy to
the lattice much faster than their counterparts in the top

gold layer due to the large e–ph coupling coefficient in

vanadium. This effect helps in reducing the electron

surface temperature of gold.

At the high fluence regime, the damage experiments

revealed an early onset of surface damage in the case of

multi-layer samples as compared to the single layer gold

sample. This could be due to heat propagation back

from the Au–V interface to the surface and nonthermal

damage.
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